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Researchers have become increasingly interested in disentangling selection and influence processes. This literature
review provides context for the special issue on network–behavior dynamics. It brings together important conceptual,
methodological, and empirical contributions focusing on longitudinal social network modeling. First, an overview of
mechanisms underlying selection and influence is given. After a description of the shortcomings of previous studies in
this area, the stochastic actor-based model is sketched; this is used in this special issue to examine network–behavior
dynamics. The preconditions for such analyses are discussed, as are common model specification issues. Next, recent
empirical advances in research on adolescence are discussed, focusing on new insights into moderating effects, initia-
tion of behaviors, time heterogeneity, mediation effects, and negative ties.

Relationships with peers provide an important con-
text for social development and adjustment. Two
fundamental processes underlying network–behav-
ior dynamics are key to our understanding of
adolescents’ development: selection and influence.
Selection processes concern, for example, whom
adolescents choose to hang out or be friends with.
They affect the formation and dissolution of rela-
tionships. One important and well-known class of
selection processes is based on similarity. Begin-
ning in early childhood, children tend to sort them-
selves nonrandomly into friendships, selecting
peers who are more or less similar to themselves.
However, similarity is not the only possible basis
of relationships. Selection processes refer more gen-
erally to any mechanism by which individuals
adjust their relationships in response to the social

context, their own behaviors, and their peers’
behaviors.

In contrast, peer relationships also shape indi-
vidual behaviors and other changeable charac-
teristics (e.g., attitudes and opinions). Whom
adolescents hang out with and whom they consider
to be friends affects their individual development.
Influence processes refer more generally to individ-
uals changing their behavior or attitudes in
response to (the behavior or attitudes of) the peers
they affiliate with.

A methodological challenge here is that selection
and influence processes might both result in the
same empirical phenomenon: similarity of con-
nected individuals. This similarity may result from
similar individuals choosing each other (selection),
which suggests that behavior remains similar, but
relationships change, or from connected individu-
als becoming increasingly similar (influence),
which suggests that relationships remain stable but
behavior changes. This shows, first, that longitu-
dinal analysis is necessary if one aims to assess
selection and influence processes. Second, the
sequence of changes in the network and the behav-
ior represents the mutual dependence between
network dynamics and behavior dynamics. It is,
therefore, necessary to examine behavior and net-
work dynamics simultaneously, using a method
that is capable of accounting for this simultaneity.

While developmental researchers have long
understood that the study of influence requires
consideration of selection and that the study of
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selection requires consideration of influence (see
also Veenstra & Dijkstra, 2011), they were not
immediately successful in disentangling the two
processes and assessing the relative contribution of
selection and influence to observed similarity in
peer relationships in a statistically sound way. This
became possible with advances in longitudinal
social network analysis using stochastic actor-based
modeling (Snijders, Steglich, & Schweinberger,
2007). This method requires longitudinal social net-
work data with information about all individuals
in a meaningfully delineated social group and their
changes in relationships and behaviors traced over
two or more observation moments.

Although selection based on similarity and influ-
ence that results in similarity is the primary inter-
est of much of the research reported in this special
issue, other selection and influence processes can
also be investigated using the stochastic actor-
based model: for example, whether adolescents
have preferences for peers with particular behav-
iors or whether social influence results in individu-
als with particular network positions being more
likely to adopt certain behaviors.

The articles in this special issue focus on com-
plete social networks, where relationships among
a bounded set of individuals are measured as
well as individuals’ attributes or behaviors. A
social network is seen as the relationships among a
collection of individuals, with overall structural
properties (e.g., the density of relationships among
all individuals in the network) and structural
properties of individuals located in the network
(e.g., if individuals are popular or isolated). These
properties can change over time.

THEORETICAL OVERVIEW

Selection and Influence Processes

The idea that humans select their friends based on
similarity can be traced back at least to Greek
antiquity (McPherson, Smith-Lovin, & Cook, 2001).
Lazarsfeld and Merton (1954) coined the term
homophily for this process; Byrne (1971) referred to
it as similarity attraction. People select similar oth-
ers as friends because, on average, those who are
similar in behaviors, characteristics, and attitudes
understand each other better. Similarity increases
trustworthiness and predictability, enabling indi-
viduals to communicate with less effort and with
shared feelings of understanding and belonging-
ness, which makes these relationships more
rewarding and stable and reduces conflicts. In

addition to providing a basis for mutual approval,
shared characteristics provide a source of valida-
tion for development and reinforcement of social
identity (Hallinan, 1980).

Peer selection is not only steered by preferences,
but also depends on the composition of the pool of
peers, which structures and restricts choices (Blau,
1977). For instance, the student body within a
school tends to have much more in common, such
as socioeconomic status, ethnicity, or intelligence,
than do individuals in society at large. As schools
tend to be homogeneous in composition, the
chances of meeting and affiliating with similar
peers are high. Feld (1982) has noted that activity
foci, social settings that structure people’s actions
and interactions, increase the likelihood of friend-
ship with similar others. Similarity of friends may,
therefore, be the largely unintended result of the
greater or lesser opportunity to meet similar others
in one’s daily life (see also Osgood & Anderson,
2004).

Opportunities for affiliation also have an impact
on influence processes in which individuals adopt
behaviors and attitudes of their peers in the net-
work, resulting in peer group homogeneity (Cohen,
1977; Friedkin, 1998). The importance of relation-
ships as socializing agents can be traced back to
Durkheim (1897), who argued that all types of
behavior are influenced by social norms and that
norm conformity is enforced through membership
and integration in social groups. Influence pro-
cesses might work via mechanisms of social learn-
ing and imitation (Bandura, 1977), expected
rewards of conformity (Burgess & Akers, 1966),
social facilitation (Zajonc, 1968), or peer pressure
(Warr, 2002). In sum, similarity of friends may be a
result not just of selection processes or of opportu-
nity structures, but also of influence processes,
referring to the tendency of individuals to become
more similar to one another in response to the
behaviors or attitudes of others they are connected
to in their network.

Shortcomings of Previous Research on Selection
and Influence

Studies have documented substantial similarity
between adolescents’ behavioral repertoires and
those of their friends. Until the recent development
of statistical models to examine coevolving network
and behavior processes, four primary limitations
restricted the ability to make firm statements about
the underlying processes responsible for similarity
among friends (Steglich, Snijders, & Pearson, 2010).
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First, assessments of peer characteristics often came
from the focal respondent (referring to that respon-
dent’s reports on characteristics of his or her
friends), a strategy that potentially inflates the
magnitude of peer effects owing to exaggeration of
similarity to friends in behavior, an assumed simi-
larity or false consensus bias.

Second, changes in behavior and relationships
that occurred in between observation moments
were not modeled in previous models. However, a
true test of selection and influence effects should
take such unobserved changes into account to
avoid overestimation (see for an illustration Veen-
stra & Steglich, 2012).

A third limitation of previous models is their
exclusive focus on dyadic relationships and thus a
failure to control for the effect of the network struc-
ture on network–behavior dynamics. Several struc-
tural selection processes are known to play a role.
For example, friendships are more likely to be
established when persons share a common friend
(Davis, 1970), called a transitivity effect. Such a
transitivity effect (rather than similarity in behav-
ior) might account for friendship formation
between network members. Thus, when friendship
formation between two smoking adolescents occurs
via a shared friend (transitivity), leaving out an
estimate for transitivity would cause one to incor-
rectly attribute it to their smoking behavior. Not
controlling for structural network tendencies can
lead to overestimation of selection effects, which,
in turn, affects estimates for influence through fail-
ure to rule out selection effects in a statistically
sound way (Steglich et al., 2010).

A final limitation is the failure to examine com-
plete networks. To identify the determinants of
selection, it is not sufficient to know who was
selected as network partner; it is also necessary to
know who was not selected. Likewise, for identify-
ing peer influence effects, it is necessary to know
what the absence of influence looks like, referring
to how behavior changes in the absence of relation-
ships and opportunities for influence. In earlier
studies, this was typically acknowledged by com-
paring a sample of dyads in which the individuals
were (and stayed) socially connected to each other
in the network with a matched sample of dyads in
which the individuals were (and stayed) uncon-
nected. However, use of the crucially important
control for selection processes is impossible in this
approach (Veenstra & Steglich, 2012).

To overcome these shortcomings and unravel
selection and influence processes, researchers
should incorporate data about the presence and

absence of relationships among a set of individuals
as well as the behavior of these individuals. This
approach explicitly samples individuals who are
socially connected and typically represent some
naturally bounded group (e.g., children in a
school). Many dependencies arise in the social net-
work. It is not warranted to apply many commonly
used statistical procedures, but it is necessary to
apply procedures in which network dependencies
are part of the modeling. The stochastic actor-based
model was developed to model network evolution
and behavior change as two interdependent
processes (Steglich et al., 2010). The model is
implemented in the Simulation Investigation for
Empirical Network Analyses (SIENA) software and is
freely available as R-package: http://www.stats.ox.
ac.uk/~snijders/siena.

STOCHASTIC ACTOR-BASED MODEL

As prerequisites for stochastic actor-based model-
ing, we assume that the empirical data consist of a
sequence of at least two observations of a network
and a behavioral variable, measured at time points
t1, t2, …, tm on a given meaningfully delineated set
of actors such as students in the same school class.
Ties are the bilateral constituents of relationships,
directed from one actor to another. In principle,
ties are under the control of the sending actor. The
tie variables are binary, denoted by xij. A tie from
actor i to actor j, denoted i ? j, is either present or
absent (xij then having values 1 and 0, respec-
tively). Tie variables constitute the network, repre-
sented by its n 9 n adjacency matrix x = (xij)
(self-ties are excluded), where n is the total number
of actors. Co-dependent behavior variables are
assumed to be discrete and ordinal and repre-
sented by a vector z = (zi).

Figure 1 illustrates the correspondence between
a network–behavior configuration and its represen-
tation as an adjacency matrix and a behavior vec-
tor. The dependent variable in an actor-based
analysis is the time series of observed matrices and
behavior vectors, (x,z)(t1), (x,z)(t2), …, (x,z)(tm).
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FIGURE 1 Scheme of a binary social network with binary
behavioral variable (color) and its notation as adjacency matrix x
and behavior vector z.
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The actor-based model interprets this discrete
time series of data as the cumulative result of an
unobserved sequence of elementary changes,
resulting from decisions taken by the actors
between observation moments. As such, the
approach overcomes the limitation that the under-
lying change process has not been observed and
can only be inferred by modeling. To do so with
some statistical power, two assumptions are made.

The first assumption concerns decomposability
into the smallest possible changes. The unobserved
change process is assumed to take place as gradu-
ally as possible, by “microsteps” that consist of
either a change in a tie or a step up or down on
the behavior scale. This enforces gradual change
for a single actor.

The second assumption is that of conditional
sequential independence. It is assumed that at any
moment in time, the current network and the
behavior configuration are sufficiently informative,
meaning that the history of the evolution process is
fully mediated by the current state (the Markov
assumption). This implies that some potentially
important quantities (like the age of a network link
or whether a behavior level was approached from
higher or from lower levels) are not included in
the model.

By enforcing a sequential nature on the deci-
sions that accumulate to the observed changes,
parameter estimation is facilitated (Holland & Lein-
hardt, 1977) and the interdependence of ties and
individual behavior typical of network data is
enacted through feedback processes in continuous
time. Due to the unobserved nature of the exact
sequence of changes connecting observation
moments, simulation-based inference becomes nec-
essary for estimating model parameters (Snijders,
Van de Bunt, & Steglich, 2010).

The basic network–behavior dynamics model
has four parts: two rate functions (expressing the
amount of change) and two objective functions
(expressing the direction of change), one each for
decisions about network change and behavior
change. Any imputed sequence amounts to the
repeated identification of a focal actor (ego) who
gets the opportunity to make a change to his or her
tie or behavior (or to make no change), and the
identification of the change outcome. The identifi-
cation of ego is modeled using the so-called rate
functions k, which indicates the frequency of oppor-
tunities for behavior and network changes. These
functions jointly parameterize an exponential
distribution of waiting times. Both network and
behavior rate functions can depend on individual

characteristics of the actors, including features of
their network position.

We will not elaborate further on the rate func-
tions because in the school-centered friendship con-
text addressed in this special issue, it seems
reasonable to assume equal numbers of change
opportunities and hence use a period-wise constant
rate function for all individuals. The only excep-
tions to this homogeneity assumption are the arti-
cles by Light, Greenan, Rusby, Nies, and Snijders
(2013) and De la Haye, Green, Kennedy, Pollard,
and Tucker (2013), who model behavior initiation
(rather than behavior change on a scale), which
requires more nuanced rate function models.

Bounded by the selected combination of the
focal actor (ego) and decision domain (network or
behavior), ego may change one outgoing tie (either
create or break a tie), change their own behavior
(going one step up or down on the behavior scale),
or do nothing (keep the status quo). The outcome
probabilities of these decisions depend on the objec-
tive functions f for behavior and network changes.
Objective functions parameterize a multinomial
logit choice model. They indicate how attractive it
is for an actor to go from an old to a new state.
These functions summarize the information actors
use to adjust their position in the network and
their position on the behavior scale. Potential com-
ponents of this function can be structure-based
(endogenous) effects, such as the tendency to form
reciprocal relationships, or attribute-based (exoge-
nous) effects, such as the preference for associating
with similar others. It is assumed that actors have
full information about network structure and com-
position and can accurately assess the conse-
quences of their decisions. Based on their
evaluations of these consequences, actors make
changes that will maximize their objective func-
tions, subject to the constraints of network struc-
ture, behavior of all actors in the network, changes
made by others in the network, and random influ-
ences (Snijders et al., 2010).

PRECONDITIONS FOR AN ANALYSIS

Prior to applying the stochastic actor-based model,
several features of the data should be evaluated.
First, the Moran’s network autocorrelation coeffi-
cient can be used to determine the presence of an
association between the network and a behavioral
variable, justifying the use of a model to explain
this association with selection and influence effects.
Moran’s network autocorrelation coefficient uses
the correlation in the behavior variable between
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pairs of individuals in the network and the degree
to which network members who share a relation-
ship deviate from the average in the network. It is
high when friends are in a similar way either posi-
tively or negatively different from the average
score. As with other correlation coefficients, it can
range from �1 (perfect dissimilarity) through 0
(perfect independence) to +1 (perfect similarity).

Second, a researcher should determine whether
the data are sufficiently informative to allow for
identification of effects. To get a rough impression
of the statistical power of the data, it is possible to
examine the amount of change and stability in the
network and the behavior. In general, the total
number of changes between consecutive observa-
tions should be large enough to provide informa-
tion for estimating parameters. More changes will
give more information and, thereby, allow the fit-
ting of more sophisticated models. However, a
complete turnover of friendship nominations would
call into question the assumption that the waves are
consecutive observations of a gradually changing
network. If the stable part of the network is small,
the consecutive observations are probably too far
apart. This implies that, when designing a study,
the researcher needs to have a reasonable estimate
of the expected change. For instance, to investigate
the development of a friendship network among a
group of initially mutual strangers (e.g., freshmen
in high school), it may be advisable to plan the
observation moments to be separated by only a few
weeks in the beginning and to enlarge the period
between observations after a couple of months.

The Hamming distance can be used to deter-
mine the total number of friendship nominations in
the network for which there is observed change
between data observations and includes the sum of
new nominations (friends at the end of the period,
but not at the beginning) and lost nominations
(vice versa). It is a lower boundary for the number
of microsteps needed to get from one network
observation to the next, and as such gives an indi-
cation of the statistical power for identifying
parameters for network dynamics.

The Jaccard index is the fraction of stable friend-
ship nominations among the new, lost, and stable
ties between observed data points (it disregards
stable absence of friendship). Without a good frac-
tion of stability in the data, an initial measurement
of the network is uninformative for the evolution
process toward the next measurement, and the two
measurement points might better be analyzed sepa-
rately. Based on experience with the method,
Jaccard indices of around 30% indicate sufficient

stability of classroom-sized networks; for larger
networks, also lower indices (20%–25%) can be tol-
erated (see Simpkins, Schaefer, Price, & Vest, 2013).

Finally, it is also important to examine stability
and change in behavior, looking at the fraction of
respondents who changed and the direction and
amount of this change from one observation to the
next, and over the whole observation period.
Because behavior data are fewer than network data
(vector vs. matrix), the behavior dynamics specifi-
cation should be considerably more parsimonious
than the network dynamics specification.

MODEL SPECIFICATION

Network dynamics, meaning changes in the struc-
ture of the network and thus ties, are explained by
(a) structural network effects and (b) attribute-
related selection effects. Social network research
has found strong evidence that ties in the network
are not independent of one another, but that the
presence of ties and particular configurations of
ties are likely to influence local changes in other
ties. Thus, there are some clear tendencies toward
dependence between ties. Such structural network
effects are controlled for to avoid bias in other
effects (see Figure 2).

Second, selection effects reflect changes in the peer
network that depend on either relational (e.g., the
geographical distance between two adolescents’
homes) or individual attributes (e.g., sex). The lat-
ter can be differentiated into effects of preexisting
similarities in behavior (selection similarity effect)
and effects of behaviors on incoming ties (alter
effect) and outgoing ties (ego effect).

Behavior dynamics may be captured by (c)
behavioral tendencies and (d) influence effects.
Behavioral tendencies are taken into account to
model the distribution and baseline likelihood of
changes in the behavior under investigation
(including polarization or regression to the mean).
Influence effects can include friends’ influence as
well as the influences of individuals’ attributes on
changes to their behavior (see Figure 2).

Network Dynamics

The following section discusses the structural net-
work effects used in this special issue. For other
possibilities, see the RSiena manual.

Outdegree (density) i j . The outdegree
effect corresponds to the number of friends an
actor nominates. It is an intercept effect that reflects
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the basic tendency to name friends at all and as
such models the density of the network. Because
the objective function parameters refer to a logistic
scale and all articles in this issue reported densities
of much less than 50%, we always see a negative
estimate for this parameter.

Reciprocity i j . Another basic effect is
the tendency toward reciprocation of choices, refer-
ring to mutual ties: i chooses j and j chooses i. The
parameter is zero when the (conditional) probabil-
ity of reciprocation is identical to the (uncondi-
tional) probability of any tie existing. Results for all
friendship networks in this issue show significant
positive evidence for reciprocity, which is no sur-
prise because friendship tends to be governed by
the norms of reciprocation.

Triad structure. Effects incorporating structural
information involving three or more actors are a
crucial advantage of social network analysis over
purely dyad-based approaches.

a. Transitivity

i j

h

An essential feature of peer group structure is the
tendency toward transitivity or transitive closure.
Friends of friends become friends. The most straight-
forward formulation to operationalize transitivity is
the transitive triplet statistics. This effect measures
transitivity for an actor i by counting the number of
configurations (i, h, j) in which all three ties i ? h, h
? j, i ? j are present (irrespective of whether there
are also other ties between these three actors). The
tie i ? j becomes increasingly likely the more indi-
rect connections (two paths) i ? h ? j there are.

Another way of measuring transitivity is the
transitive ties effect. It measures transitivity for

actor i by counting the number of other actors j for
which there is at least one intermediary h to form a
transitive triplet. A positive effect of transitive trip-
lets or transitive ties was obtained in all studies on
friendship dynamics reported in this issue.

A third and often-used statistic expressing tran-
sitivity is the tendency for actors to keep others at
a sociometric distance of two, thus avoiding friend-
ship with friends of friends. This measure is the
converse of transitive closure. For that reason, a
negative effect was obtained in all studies reported
in this issue that estimated this parameter.

b. Three cycles

i j

h

This measure represents the number of three cycles i
? j ? h ? i which actor i is involved in. Three
cycles are nonhierarchical, and a positive three-cycle
effect can be interpreted as a tendency toward gener-
alized exchange (Bearman, 1997). In many networks,
there is a tendency to have a hierarchical ordering
with relatively few three cycles. For that reason,
studies in this issue found a negative estimate for
the three-cycle parameter.

c. Balance/structural equivalence

i j

h

An effect closely related to transitivity is balance,
which is the tendency to have ties with others who
make similar network choices (Cartwright & Harary,
1956). Intransitive relationships—where friends’
evaluations of third parties diverge—are likely to
create emotional tensions, making them unstable
and leading individuals to change their percep-
tions or relationships in order to restore balance. The
extent to which two actors make the same choices
can be expressed simply as the number of outgoing

Changes in Peer NetworkIndividual Behavior

Behavior in Peer Network

Selection:

Influence: Changes in Individual Behavior

Time 1 Time 2

Structural Network Effects

Behavioral Tendencies

FIGURE 2 Representation of selection and influence effects. Note. The solid lines in figure express that individuals can change their
peer network (selection) and behavior (influence) between two time points. The dashed lines express that selection and influence
effects are estimated while the network structure and behavior at Time 1, the structural network effects (e.g., reciprocity, transitivity),
and behavioral tendencies are taken into account.
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choices and nonchoices that they have in common.
Balance, thus, represents similarity between the out-
going ties of actor i and the outgoing ties of the other
actors j to whom i is tied. Some studies in this issue
modeled this effect and found a positive estimate.

Degree distribution. Indegrees and outdegrees
are primary characteristics of an actor’s position in
a network. The indegree is the number of ties direc-
ted at an actor, referring to the number of nomina-
tions received. The outdegree is the number of ties
going from an actor, referring to the number of
nominations given.

a. Popularity alter

i j

h
b. Activity alter

i j

h

The popularity alter effect models the tendency to
form ties with actors who have high indegrees
already, referring to a “Matthew” effect (Merton,
1968) or preferential attachment, that is, increased
attractiveness of already highly attractive individu-
als. In this issue, Simpkins et al. (2013) and Osgood
et al. (2013) found a positive estimate for this effect.
The activity alter effect models the tendency to form
ties with actors who already have high outdegrees.
In this issue, De la Haye, Green, et al. (2013) found a
negative estimate for this effect, indicating that stu-
dents avoided friendships with peers who nomi-
nated a large number of friends.

Covariates: Actor attribute effects. For an actor
attribute, there are two basic effects: the ego (sen-
der) effect i j , measuring whether actors
with higher attribute values (depicted by the dia-
mond shape) tend to nominate more friends and
hence have a higher outdegree, and the alter (recei-
ver) effect i j , measuring whether actors
with higher attribute values tend to be nominated
more often and hence have higher indegrees. Actor
covariates may be constant like sex or ethnicity, or
subject to change like attitudes or behaviors.

Next, there are effects combining information on
sender and receiver, illustrated as ji . The
selection similarity effect measures whether ties tend
to occur more often between actors with similar
values on an attribute. This effect can be modeled
for categorical or binary data and tests if actors
prefer to have ties with network members who
have the same value on the attribute. The Ego 9

Alter interaction also combines information on

sender and receiver. A positive effect of that
interaction reflects that individuals who have a
high score on an attribute show a higher preference
for friends who also have a high score on that
attribute.

Behavior Dynamics

Behavioral tendencies: Linear and quadratic
shape effects. Basic distributional features of the
behavior variable are expressed using two shape
parameters that should be estimated as control
variables. The linear shape effect is an intercept
expressing the average tendency toward low values
(negative value) or high values (positive value) on
the variables under investigation. The quadratic
shape effect models the feedback effect of the
behavior on itself (Snijders et al., 2010). A negative
value indicates that behavior of respondents tends
to regress to the mean (self-correcting mechanism).
A positive value indicates that behavior of respon-
dents tends to regress to the extremes of the
scale (polarization or self-reinforcing mechanism).
A self-correcting mechanism has been found in
studies on, for example, weight status, junk food
intake, physical activity, and victimization. A self-
reinforcing mechanism has been found in the vast
majority of studies on dynamics in delinquency,
weapon carrying, and substance use. In the special
case when the behavior variable is dichotomous,
the quadratic shape effect is collinear with the lin-
ear shape effect and must not be included in the
model.

Influence effects. The actor-based model can
represent social influence in various ways. First,
through the average similarity effect, expressing the
preference of actors to be similar in behavior to
their alters, in such a way that the total influence
of alters is the same regardless of the number of
alters an ego is directly connected to (referring to
ego’s outdegree). Second, through the total similar-
ity effect, expressing the preference of actors to be
similar in behavior to their alters, in such a way
that the total influence of the alters is proportional
to the number of alters. Third, through the average
alter effect, expressing that actors whose alters have
a higher average value of the behavior, also have
themselves a stronger tendency toward high values
on the behavior. The choice between these different
representations of social influence has to be made
on theoretical grounds. The average similarity
effect is in line with theories about group norms;
the average alter effect is in line with contagion
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theory. In the absence of specific theory, parameter
choice can be facilitated by comparing different
model specifications with a score type test (Snijders
et al., 2007).

Network position can also have an effect on
behavior dynamics. A positive effect of the actor’s
indegree and outdegree may indicate that those
who are more active (higher outdegree) and popu-
lar (higher indegree) have a stronger tendency to
display higher values of the behavior over time;
see, for example, Osgood et al. (2013).

For actor covariates, a main effect of the covari-
ates on behavior dynamics can be included, repre-
senting the influence of a covariate on behavior
changes. In addition, it is possible that actor covari-
ates moderate selection and influence effects, lead-
ing to an interaction between the covariate and
selection or influence effects. We give examples of
such moderating effects below.

DYNAMICS IN NETWORKS AND A RANGE
OF BEHAVIORS

Theories on development in adolescence empha-
size the importance of peers (and friendships in
particular) as socializing agents for behavioral
development. In the studies reported in this issue,
researchers examined dynamics in networks and a
range of behaviors, including externalizing prob-
lems, internalizing problems, substance use, health-
compromising behaviors, prosocial behavior, social
goals, and happiness. Other topics recently investi-
gated but not included in this issue are dynamics
in networks and victimization (Sentse, Dijkstra,
Salmivalli, & Cillessen, 2013; Sijtsema, Rambaran,
& Ojanen, 2013), xenophobia (Van Zalk, Kerr, Van
Zalk, & Stattin, 2013), political behaviors (Dahl &
Van Zalk, 2014), and religious service attendance
(Cheadle & Schwadek, 2012).

Externalizing Problems

Selection and influence processes have also been
investigated with respect to externalizing problems
such as aggression and delinquency. In this issue,
Logis, Rodkin, Gest, and Ahn (2013), Molano,
Jones, Brown, and Aber (2013), and Rulison, Gest,
and Loken (2013) show that ego’s aggression is
influenced by the aggression of their friends (see
also Dijkstra, Berger, & Lindenberg, 2011; Sijtsema
et al., 2010). In previous studies, influence pro-
cesses have also been investigated with respect to
delinquency. These studies revealed that the influ-
ence effect on delinquency was found in studies

that looked at the effects of peers in the same grade
or town, and not of classmates (Dijkstra, Gest,
Lindenberg, Veenstra, & Cillessen, 2012; Svensson,
Burk, Stattin, & Kerr, 2012; Weerman, 2011). This
suggests that peer influences leading to similar
rates of antisocial behavior may occur through an
active process in which antisocial behavior is rein-
forced by out-of-class friends.

Logis et al. (2013), Molano et al. (2013), and
Rulison et al. (2013) provide no evidence for selec-
tion similarity in aggression. However, selection
similarity has been found for delinquency (Burk,
Van der Vorst, Kerr, & Stattin, 2012; Kiuru, Burk,
Laursen, Salmela-Aro, & Nurmi, 2010; Knecht,
Snijders, Baerveldt, Steglich, & Raub, 2010). These
studies describe the operation of peer selection
processes through attraction for children who dis-
play a similar amount of antisocial behavior. In
addition, these researchers have found that antiso-
cial adolescents were nominated by others as
friends and were more restrictive than others in
the number of friendships that they mentioned
(see also Dijkstra, Cillessen, & Borch, 2013;
Dijkstra et al., 2010). The combination of high in-
degree and low outdegree is indicative of a high
social status.

Internalizing Problems

Selection and influence processes have also been
investigated with respect to internalizing prob-
lems such as anxiety, depression, and loneliness.
In a test of similarity attraction, Mercer and De-
Rosier (2010) reported that lonely children were
more likely to select other lonely children as
friends. The same was found for depressed and
socially anxious adolescents (Van Zalk, Kerr,
Branje, Stattin, & Meeus, 2010; Van Zalk, Van
Zalk, Kerr, & Stattin, 2011). Thus, there is sup-
port for a greater likelihood of friendship forma-
tion among children with similar levels of
internalizing problems.

A recent study found that selection similarity in
internalizing problems may also be the result of
fewer overall opportunities for friendship forma-
tion due to active withdrawal. Schaefer, Kornienko,
and Fox (2011) argued that nondepressed individu-
als prefer nondepressed friends because they pro-
vide the greatest rewards. Among depressed
individuals, friendships with nondepressed peers
are, according to Schaefer et al. (2011), also the
most rewarding and hence most desirable.
Depressed adolescents, however, often withdraw
from friendships and become marginalized in the
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broader friendship network, which excludes them
from the normative network processes that help
build and sustain friendships.

Influence processes offer an alternative explana-
tion for why adolescents are similar to their peers
in internalizing symptoms. Mercer and DeRosier
(2010) reported that friends’ anxiety, depression,
and loneliness influenced children’s own internaliz-
ing problems (see also Van Zalk et al., 2010, 2011).
They argued that anxious and depressive feelings
and thoughts may increase through reinforcement
of negative cues in interactions with friends with
internalizing symptoms. In sum, adolescents tend
to select peers with similar levels of internalizing
problems and may increase each other’s internaliz-
ing problems as relationships endure (see also
Cheadle & Goosby, 2012).

In an exemplary study in this issue, Giletta,
Burk, Scholte, Engels, and Prinstein (2013) exam-
ined processes of direct and indirect socialization.
They investigated whether nonsuicidal self-injury
by adolescents may result not only from such
behavior by their friends but also from other char-
acteristics of friends that promote risky environ-
ments for adolescent development. They found
evidence for such indirect socialization. First, the
depressive symptoms of their friends predicted
changes in adolescents’ nonsuicidal self-injury. Sec-
ond, the impulsivity of their friends predicted
changes in nonsuicidal self-injury among boys.
Thus, the context that friends provide, in terms of
behaviors and attitudes, may influence adolescents
because they may offer the conditions for develop-
ment of certain behaviors by acceding to the ado-
lescents’ behavior or exacerbating their individual
predisposing characteristics. The use of multivari-
ate network–behavior dynamics models allows
researchers to examine such cross-dimensional
influence processes.

Substance Use

In another exemplary study in this issue, Mathys,
Burk, and Cillessen (2013) used a multivariate net-
work–behavior dynamics model to compare selec-
tion and influence mechanisms for alcohol use,
marijuana use, and smoking simultaneously. It
turned out that selection played a greater role than
influence for explaining similarity in the smoking
behavior of friends in middle and late adolescence
(see also Kiuru et al., 2010; Mercken, Steglich,
Knibbe, & De Vries, 2012). This finding is consis-
tent with the idea that tobacco use is addictive and
that once adolescents have started smoking, social

influence may become less important for smoking
progression. Spatial segregation of smokers may
provide an explanation for the selection effect: soci-
ety separates smokers from nonsmokers (referring
to smoking-designated areas), creating an opportu-
nity structure in which smokers are more likely to
establish new contacts with other smokers and then
affiliate with each other. Influence processes, how-
ever, seem to play a role in tobacco use in early
adolescence (Huisman & Bruggeman, 2012; Merc-
ken, Steglich, Sinclair, Holliday, & Moore, 2012;
Steglich, Sinclair, Holliday, & Moore, 2012).

Mathys et al. (2013) showed that neither selec-
tion nor influence played a role in explaining simi-
larity in marijuana use (but see also De la Haye,
Green, et al., 2013). Finally, Mathys et al. (2013)
found that only influence played a significant role
in explaining similarity in drinking behavior (see
also Osgood et al., 2013).

RECENT EMPIRICAL ADVANCES

Deselection

The main argument for examining selection and
influence jointly has been that both processes
explain similarity between friends. Deselection
offers a third explanation for similarity; if friends
deselect those who are dissimilar to them, the
remaining friends will be more similar to each other
than nonfriends. Both Van Zalk et al. (2010) and Ki-
uru, Burk, Laursen, Nurmi, and Salmela-Aro (2012)
examined selection and deselection processes in
relation to adolescent depressive symptoms. Based
on the theory of social corrosion (Coyne, 1976), they
hypothesized that individuals prone to depressive
symptoms lack the social skills necessary to provide
support and closeness, which, in turn, triggers dis-
satisfaction and even deselection by the nondepres-
sive dyadic partner in the relationship, and
therefore increases the chances of a close relation-
ship ending. In contrast, they hypothesized that
interactions between two depressive friends are
characterized by mutual feelings of understanding
and high self-disclosure, which seem to increase
closeness and intimacy between these friends (Rose,
2002). This, in turn, is suggested to lead to fewer
endings of relationships between two depressed
friends. The findings of Kiuru et al. (2012) were in
line with these ideas, whereas Van Zalk et al. (2010)
found that similarity in depression fostered tie crea-
tion but not tie dissolution.

The study by Van Workum, Scholte, Cillessen,
Lodder, and Giletta (2013) further confirms the
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importance of examining deselection to understand
the role of emotional development in network
dynamics. The authors suggest that adolescents
who have friends who are unhappier than them-
selves may be influenced by these friends’ moods,
which may induce negative feelings. These nega-
tive feelings may trigger dissatisfaction in the
friendship and, therefore, increase the chances of
the friendship ending. Their findings show that
lower similarity predicted higher deselection.

These studies open up future opportunities for
empirical examination of mediating mechanisms
that explain deselection. Thus, rather than being
the mere opposite of selection, deselection pro-
cesses may offer unique insights into the mecha-
nisms that explain how relationships are
maintained and provide an alternative explanation
for why adolescents may have friends who are
similar to them.

Moderating Effects in Influence Processes

Examining moderating effects in peer influence
processes also adds to our understanding of
dynamics in the peer context. In theory, influence
effects can be moderated by characteristics of indi-
viduals (e.g., impulsivity), peers (e.g., status), the
dyadic relationship (e.g., friendship quality),
and the context (e.g., density of the network)
(Brechwald & Prinstein, 2011).

Moderating effects of individual characteristics
have been tested in some studies. It was found that
boys are more sensitive to the influence of delin-
quent friends (Burk, Steglich, & Snijders, 2007) and
that girls are more sensitive to the influence of
depressed friends (Van Zalk et al., 2010). Impulsive
youth were found to be more susceptible to the influ-
ence of friends’ alcohol use (Rabaglietti, Burk, &
Giletta, 2012). In this issue, Molano et al. (2013)
found that adolescents with high levels of hostile
attribution bias were found to be more inclined to
adopt the aggression of their peers. Youth with psy-
chopathic traits as well as high-status youth were
found to be less susceptible to the influence of
friends’ delinquency (Kerr, Van Zalk, & Stattin,
2012). Overall, it appears that there might be individ-
ual risk factors that accentuate risk of peer influence.

It is also relevant to examine the relative extent
of influence. Kerr et al. (2012) were the first to test
using SIENA whether some adolescents were more
influential than others. They found that peers with
psychopathic traits were more influential.

Overall, there is no consistent evidence in
social network models that mutual friends have a

stronger influence than unilateral friends (see for
two exceptions Burk et al., 2007; Ojanen, Sijtsema,
Hawley, & Little, 2010). Other measures for closeness
or intimacy of friendships have not been included in
actor-based models of behavior dynamics so far.

Rambaran, Dijkstra, and Stark (2013) and DeLay,
Laursen, Kiuru, Nurmi, and Salmela-Aro (2013) are
among the first to have tested whether influence
effects depend on contextual characteristics. Ramb-
aran et al. (2013) found that influence effects on
risk attitudes were stronger in a context where
status was positively correlated with risk attitudes.
DeLay et al. (2013) found that processes of select-
ing new friends based on similarity were stronger
for adolescents in groups with a low rate of smok-
ing, whereas processes of dropping friends based
on dissimilarity were stronger for adolescents in
groups with a high rate of smoking.

Moderating Effects in Selection Processes

Certain individual, relational, or contextual factors
may make selection of similar friends, or friends
with particular attributes, more or less appealing.
This may have important implications for whether
youth find themselves in risky versus protective
peer contexts. For that reason, it is important to
look at moderation in selection processes.

De la Haye, Robins, Mohr, and Wilson (2011)
provided evidence for a sex difference in the selec-
tion similarity effect for weight status and Kiuru
et al. (2010) for a sex difference in the selection
similarity effect for alcohol use. Burk et al. (2012)
found some evidence for sex differences in peer
selection based on alcohol intoxication. Their
results suggest that drinking behaviors were
initially a more important selection criterion for
friendships of early adolescent males, whereas
females were more likely to select peer affiliates
with similar drinking behaviors in late adolescence.

In this issue, Simpkins et al. (2013) found that
selection of friends based on BMI and physical
activity was moderated by adolescents’ sex,
friends’ popularity, and friendship reciprocity.
Adolescents with higher BMIs were more likely to
be selected as friends within same-sex friendships
than other-sex friendships, and selection similarity
based on BMI was stronger when selecting female
friends than male friends. They also found that
selection based on physical activity was less impor-
tant when friends were popular than when friends
were less popular. Furthermore, being similar in
terms of BMI was more important for unreciprocat-
ed friendships than reciprocated ones.
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Mathys et al. (2013) found that popular children
sought friends with higher alcohol use. Rulison
et al. (2013) found that girls were more likely to
select physically aggressive friends than boys and
that peer-rejected youth were less likely to select
physically aggressive friends.

As far as we know, these are the first studies to
examine moderation in selection processes. Future
research on network–behavior dynamics needs to
incorporate such interactions too.

Time Heterogeneity Effects

One aspect of network–behavior dynamics that
merits our attention is time heterogeneity, referring
to differences in the occurrence of selection and
influence processes over time. In an exemplary
study, Burk et al. (2012) examined when selection
and influence effects of alcohol intoxication emerge,
peak, and desist from ages 10 to 18. Their findings
indicated that similarity in same-age friends’ drink-
ing behaviors emerged in early adolescence,
peaked in middle adolescence, and decreased
throughout late adolescence. Several contributions
to this issue also looked at time heterogeneity and
found no differences over time (De la Haye,
Robins, Mohr, & Wilson, 2013; Giletta et al., 2013;
Van Workum et al., 2013). It should be noted that
Burk et al. (2012) looked at time heterogeneity dur-
ing an eight-year time window, whereas the studies
in this special issue had a time frame of two years at
the most.

Initiation of Behavior

Newly developed stochastic actor-based diffusion
models were applied in two studies reported in
this issue (De la Haye, Green, et al., 2013; Light
et al., 2013). These models estimate effects on the
rate of initiation of behavior. Light et al. (2013)
linked exposure to friends who had already begun
drinking to the initiation of drinking. They found
that peer exposure had a strong effect on initiation
of alcohol use and proposed that such exposure
supplies information about socially attractive
events like parties with popular peers as well as a
social context in which peers model and approve
of such behavior. Thus, Light et al. (2013) found an
increased rate of onset to first alcohol use in early
adolescence based on exposure to already-onset
peers, whereas Burk et al. (2012) found no effect on
acceleration. Studies are needed that compare peer
effects on initiation versus acceleration across ado-
lescence to find out whether or not different stages

of a behavior (referring to the first time a behavior
is tried versus adopting the behavior regularly) are
predicted by different factors.

Mediation Effects

Longitudinal social network models also allow
researchers to examine mediation processes that
help explain why adolescents change their network
or their behavior, such as the cognitive or behavioral
processes that underpin the phenomenon of youth
adopting the behaviors of their friends (see also Van
Zalk-Selfhout, Kerr, Branje, Stattin, & Meeus, 2010).
De la Haye, Robins, Mohr, and Wilson (2013) tested
mediation effects proposed in social cognition theo-
ries, but found none. It turned out that changes to
adolescents’ beliefs about junk food did not appear
to be the mechanisms underpinning influence from
their friends. Interestingly, intake of junk food pre-
dicted changes in cognitions, so that greater intake
predicted stronger intentions to consume junk food,
more positive attitudes toward these foods, and
stronger beliefs that friends regularly consumed
these foods. These results are in line with theories of
self-perception (Bem, 1972) and mindless eating
(Wansink & Sobal, 2007).

Negative Ties

Traditionally, the focus of social network analysis
has been on relationships with a positive meaning,
such as friendship. A recent study by Huitsing
et al. (2012) showed that negative tie networks can
be modeled and that they are meaningfully related
to positive tie networks. They found that there
were positive ties between individuals who were
structurally equivalent in the negative tie network,
in line with balance theory. In this issue, Berger
and Dijkstra (2013) used a multiple network
approach and focused on how popularity and
friendships affect the development of dislike rela-
tionships, so-called antipathies, over time. They
showed that dissimilarity in popularity shapes
antipathies and that friends tend to agree upon
which peers to dislike over time.

CONCLUSION

Research on network–behavior dynamics has
expanded in recent years, making important con-
ceptual, methodological, and empirical contribu-
tions to an important area of study. In this issue,
great strides have been made to move beyond
merely demonstrating that selection and influence
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processes coevolve. These studies have shown that
selection and influence processes occur within a
social system that is dynamic and that understand-
ing the broader properties of this system (structural
network characteristics, selection processes, behav-
ioral tendencies, and influence processes) is essen-
tial for understanding how networks and behaviors
develop.

An important future research aim is to examine
how interventions aimed at reducing negative
behaviors or promoting positive behaviors are
influenced by network–behavior dynamics (Steg-
lich et al., 2012). Although much work is still
needed, this issue has provided evidence on mod-
erating effects, initiation of behaviors, time hetero-
geneity, mediation effects, and negative ties. This
new evidence is likely to advance theories of
social development and peer relationships and
provide useful insights for a range of practical
applications such as prevention efforts and adoles-
cent policy.
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